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Abstract
Using remote memory for the Java heap enables big data
analytics frameworks to process large datasets. However, the
Java Virtual Machine (JVM) runtime struggles to maintain
low network traffic during garbage collection (GC) and to
reclaim space efficiently. To reduce GC cost in big data an-
alytics, systems group long-lived objects into regions and
excludes them from frequent GC scans, regardless of whether
the heap resides in local or remote memory. Recent work
uses a dual-heap design, placing short-lived objects in a local
heap and long-lived objects in a remote region-based heap,
limiting GC activity to the local heap. However, these sys-
tems avoid scanning by reclaiming remote heap space only
when regions are fully garbage, an inefficient strategy that
delays reclamation and risks out-of-memory (OOM) errors.

In this paper, we propose SmartSweep, a system that uses
approximate liveness information to balance network traffic
and space reclamation in remote heaps. SmartSweep adopts
a dual-heap design and avoids scanning or compacting ob-
jects in the remote heap. Instead, it estimates the amount of
garbage in each region without accessing the remote heap
and selectively transfers regions with many garbage objects
back to the local heap for reclamation. Preliminary results
with Spark and Neo4j show that SmartSweep achieves per-
formance comparable to TeraHeap, which reclaims remote
objects lazily, while reducing peak remote memory usage by
up to 49% and avoiding OOM errors.
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1 Introduction
Big data analytics frameworks running on Java Virtual Ma-
chine (JVM) runtimes, such as Spark [48] and Neo4j Graph
Data Science [18], are widely used for large-scale data pro-
cessing. These frameworks demand significant memory re-
sources, as their computations produce large volumes of
long-lived objects (e.g., cached intermediate results). On the
other hand, scaling DRAM within a single server is increas-
ingly impractical, with DRAM representing up to 37% of
total server ownership cost (TCO) in hyperscale data cen-
ters [12, 27, 31, 38, 43]. Far-memory techniques offer a scal-
able manner to use remote, idle memory [13].
In JVM runtimes, garbage collection (GC) over remote

memory incurs high network traffic due to the cost of remote
heap access. Prior work has tackled GC cost for big data ana-
lytics frameworks in local DRAM environments by isolating
long-lived objects into regions excluded from frequent scans,
often guided by application-level hints [8, 15, 42]. These tech-
niques assume a single managed heap allocated entirely in
local memory. In far-memory systems, the heap typically
resides in remote memory, with local DRAM acting only as
a page cache. As a result, while excluded regions limit GC
operations, the garbage collector must still scan and compact
the full remote heap, when it needs to reclaim memory.
To address the limitations of single-heap designs, prior

work has introduced a dual-heap design [19, 21, 25, 26, 45, 47].
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Figure 1. Remote I/O traffic for single-heap (BridgeGC) and
dual-heap designs (TeraHeap) in Spark.

In the context of remote memory, the primary heap (H1)
resides in local DRAM and the secondary heap (H2) for long-
lived objects in remote memory. This design restricts GC
activity to H1, avoiding expensive GC scans and compactions
in remote memory. As shown in Figure 1, TeraHeap [19]
using a dual-heap design reduces network I/O traffic by up
to 177× compared to BridgeGC [42], which uses a single
heap over remote memory for Spark workloads described
in Section § 4. TeraHeap places Spark’s cached intermediate
results in H2, while BridgeGC avoids scanning these objects
during GC.
However, dual-heap designs face the challenge of how

to reclaim memory efficiently in H2. Some systems [25, 26,
45, 47] periodically scan H2 to reclaim unreachable objects,
but this approach incurs high network traffic in the case of
remote memory. Others, such as TeraHeap [19, 20], reclaim
memory only when all objects in a region in H2 are unreach-
able. This design is suitable for storage devices that provide
high, low-cost capacity, where delayed reclamation is tol-
erable. In contrast, remote memory is limited and requires
timely reclamation, making such a lazy approach impractical,
resulting in out-of-memory (OOM) errors.
In this work, we propose SmartSweep, a system that effi-

ciently reclaims space in remote memory within dual-heap
design without incurring full GC scans in remote managed
heap (H2). SmartSweep partitions H2 into regions and uses
approximate region-level information to quickly identify
those containing a high proportion of garbage. This approach
enables timely reclamation with low overhead. Our design
addresses the following three challenges:

Finding dead objects without scanning H2. Traversing
the object graph to identify live objects in H2 requires ran-
dom remote memory access, which significantly increases
network traffic. To avoid this overhead, SmartSweep esti-
mates region liveness without accessing H2 objects. It col-
lects statistics during H1’s liveness analysis and leverages
forward references from H1 to H2, along with updates to H2
objects by application (mutator) threads. SmartSweep then
ranks regions for reclamation using a policy that correlates

forward references and mutator updates with the number of
objects in each H2 region, prioritizing those likely to contain
mostly garbage.

Reclaiming space in H2. Compacting objects in remote
memory is costly, as it triggers frequent page swaps. Prior
work [24] offloads this task to remote servers, but it depends
on spare CPU resources, which are often oversubscribed in
datacenters [13] and incurs additional overhead from main-
taining load barriers to update object references during muta-
tor access [49]. SmartSweep avoids these costs by identifying
regions with high garbage content and moving their objects
from H2 to H1. Since GC overhead is dominated by live ob-
ject processing, moving mostly dead objects to H1 adds little
to no cost in subsequent GC cycles.

Maintaining cross-region references. While SmartSweep
avoids scanning H2 to identify live objects, reclaiming space
in H2 by moving a region back to H1 introduces a new chal-
lenge: we must update any references to objects in the re-
claimed region without scanning the entire H2. One option
is to relocate the entire transitive closure of the region to
avoid dangling references. However, this can be costly if
dependencies are widespread. We find that up to 70% of H2
regions are referenced by only two other regions due to
our placement strategy that groups the transitive closure
of long-lived objects into the same region during migration.
This limited connectivity makes it more efficient to update
references in place. Thus, we track cross-region references
with a card table, updated during GC and by just-in-time
(JIT) compiler post-write barriers on new references.

We implement an early prototype of SmartSweep by ex-
tending TeraHeap, the state-of-the-art dual-heap system,
which is implemented in OpenJDK 17, a long-term support
release widely adopted by legacy applications. To evaluate
our system, we use Spark and Neo4j Graph Data Science
(GDS), two popular big data analytics frameworks. Our pro-
totype currently moves only primitive types, arrays, and
leaf objects to remote memory. Although this design is sim-
plified, these object categories account for more than 60%
of heap usage in our benchmarks, showing that the proto-
type captures the dominant memory behavior. As a result,
SmartSweep lowers peak remote memory usage by 49% com-
pared to TeraHeap, achieves similar performance, and avoids
OOM errors.

2 SmartSweep Design
The main goal of SmartSweep, is to reclaim dead objects
in remote managed heaps without performing GC scans.
As shown in Figure 2, SmartSweep uses a two-heap design
architecture with a primary heap (H1) in local DRAM and
a second region-based managed heap (H2) for long-lived
objects in remote memory. Typically, H2 is mapped over
DRAM using memory-mapped I/O (mmio), such as Linux
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Figure 2. Overview of SmartSweep

mmap(). Thus, H2 accesses are served through the page cache,
ensuring DRAM-level latency in case of page cache hits
without requiring object reference updates. Only transfers
between H1 and H2 necessitate updating object references.

2.1 Finding Dead Objects in Remote Heap
Scanning H2 to find live objects is slow. For this reason, we
organize objects in H2 into regions, treating all objects within
a region as a single unit. SmartSweep stores the metadata for
each region into a region array in local memory (see Figure 3).
These metadata contain metrics that enable SmartSweep to
estimate the amount of garbage in each region without scan-
ning individual H2 objects. For the estimation, SmartSweep
identifies regions that contain objects directly referenced by
H1 objects and monitors changes in the object references
within each region. Tracking forward references from H1
to H2 pinpoints regions with live objects, while observing
reference updates detects modifications in the object graph
that may convert previously live objects into garbage.

Forward references (H1 to H2). To estimate live objects
in each region, SmartSweep tracks where forward references
from H1 land in H2. This spatial information is crucial be-
cause simple reference counting can be misleading as a re-
gion may contain one highly referenced object while most
objects are garbage. To capture this detail, SmartSweep em-
ploys a liveness map, a byte array allocated in local DRAM
where each byte corresponds to a fixed-size segment of H2.
At the start of each marking phase, the used bits in each
region’s metadata are reset. When a forward reference to
an H2 object is encountered, SmartSweep checks whether
the corresponding byte is marked; if not, it increments the
liveness counter in the region’s metadata (Figure 3) and
marks corresponding byte in the liveness map. Additionally,
the region is flagged as used, and if it contains references to
objects in other regions, SmartSweep traverses the depen-
dency list to mark those regions as used as well. At the end of
the marking phase, any region whose used bit remains unset
is reclaimed. To estimate garbage density, we rank regions
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Figure 3. Metadata for each region in local memory.

by the ratio of the liveness counter to the total number of
objects. In our experiments, each card maps an 4 KB segment
of H2 to align with page size accesses.

Monitoring changes in inter-region references. Wemain-
tain a card table for H2 to track updates to object references.
The card table is implemented as a byte array in local DRAM,
with each byte corresponding to a fixed-size segment of H2,
similar to the vanilla JVM. A clean card indicates that no
changes have been made in that segment, whereas a dirty
card signals that mutator threads have updated an object’s
reference through post-write barriers in both the interpreter
and the JIT compilers. These updates reflect modifications
in the object graph within that region, either by creating
a new reference from H2 to H1 or by altering references
among H2 objects. During each GC cycle, we scan the card
table to count the number of dirty cards in each region and
record this value in the region’s metadata. In addition, we
update the backward references from H2 to H1 to reflect
object movements in H1.

2.2 Selecting Regions for Reclamation
At the end of the marking phase, SmartSweep marks for
transfer all regions with a heuristic value 𝑈 below a des-
ignated threshold and saves references to these regions in
a data structure in the JVM. To guide region selection for
movement from H2 to H1, SmartSweep employs a policy
that combines two key metrics: the liveness ratio, derived
from forwarding references, and the dirty-card ratio, which
reflects objects mutability. Each region is assigned a uni-
fied score 𝑈 by normalizing both metrics and applying a
weighted formula:

𝑈 = 𝛼 ∗ 𝑙𝑖𝑣𝑒𝑛𝑒𝑠𝑠_𝑟𝑎𝑡𝑖𝑜 + (1 − 𝛼) ∗ (1 − 𝑑𝑖𝑟𝑡𝑦_𝑟𝑎𝑡𝑖𝑜) (1)

These regions are then sorted based on their heuristic val-
ues. A lower threshold ensures that we primarily select re-
gions with a high concentration of garbage objects, whereas
a higher threshold also includes regions with a lower propor-
tion of garbage. In general, increasing the threshold reclaims
more memory from H2, as it leads to transferring more ob-
jects back to H1. However, this also introduces higher per-
formance overhead, since live objects may be unnecessarily
moved, increasing memory pressure in H1 and leading to
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Figure 4. (a) After marking, white (live) and solid (dead)
objects are identified and destination offsets are computed.
(b) H1 is compacted, the chosen H2 region is moved, and
references are updated.

longer GC pauses and more frequent collections. Notably,
these objects can later be transferred back to H2.

Transferring regions from H2 to H1. As soon as the
precompaction phase of the garbage collector concludes,
destination addresses in H1 are assigned to each H2 region
scheduled for transfer. This process begins by assigning the
address at the end of the old generation, as indicated by
the new top pointer shown in Figure 4(a). Each subsequent
region that is to be transferred is assigned a destination
address calculated as the new top pointer plus the cumulative
difference of all so far transferred regions.
During the compaction phase, while updating pointers

to the new object locations, SmartSweep checks whether
an object resides in H2 and belongs to a region scheduled
for transfer to H1. For each such object, SmartSweep cal-
culates its offset from the start of its H2 region and adds
it to the assigned destination address to determine its new
location in H1. Once compaction is complete, the H2 regions
are copied to their designated H1 destinations, as shown in
Figure 4(b). SmartSweep then iterates over all transferred ob-
jects to fix their references and mark them for return to H2 in
the next GC, after dead objects have been reclaimed. Finally,
SmartSweep updates the top pointer of the old generation
to reflect the end of the last transferred region.

Maintaining cross-region references. To maintain cor-
rectness when moving a region from H2 to H1, SmartSweep
must update references from other regions that point into it.
SmartSweep extends the H2 card table to track cross-region
references and marks relevant cards whenever objects are
moved from H1 to H2 or when mutator threads create new

Table 1. Configurations of the workloads.

DRAM Data-
set

Tera
Heap

Smart
Sweep

GB Size Size H1 H1
SVDPlusPlus (SVD) 28 2 12 12
TriangleCounts (TR) 59 2 43 43

Spark Linear Regression (LR) 43 256 27 27
Logistic Regression (LgR) 43 256 27 27

Neo4j CDLP 16 70 14 14

references. Each region maintains a dependency list (regions
that reference it) and a referent list (regions it references).
During region transfer, SmartSweep uses the dependency list
to identify which regions may contain stale references, scan-
ning only their marked cards to locate and update pointers.
After updates, the region is removed from the dependency
lists of all referencing regions, ensuring consistency while
avoiding full-region scans or transitive closure transfers.

3 Preliminary Implementation
We implement an early prototype of SmartSweep by extend-
ing TeraHeap, which is built on OpenJDK 17, to evaluate
the core ideas and validate its effectiveness. TeraHeap ex-
tends the Parallel Scavenge garbage collector (ParallelGC)
to support a two-heap architecture. Our prototype leverages
the hint-based interface of TeraHeap to migrate long-lived
objects to remote memory. At this stage, we focus on trans-
ferring only primitive types, arrays, and leaf objects—those
whose fields are exclusively primitive. This ensures only
forward references from H1 to H2, simplifying our imple-
mentation and avoiding cross-region references in H2. De-
spite these simplifications, our evaluation across a range of
real-world big data analytics benchmarks shows that prim-
itive and leaf objects account for over 60% of heap usage,
demonstrating that our prototype captures the dominant
memory behavior. SmartSweep accesses remote memory via
NVMe-over-fabric (NVMe-oF) [28], using OS support for
memory-mapped I/O.

4 Preliminary Evaluation
Using the SmartSweep prototype implementation, we per-
form a set of experiments to estimate: (1) performance of
SmartSweep compared to TeraHeap (baseline), and (2) the
improvement in space utilization compared to TeraHeap.

Experimental setup. We ran all experiments in 4 dual
socket servers with two Intel(R) Xeon(R) E5-2630 v3 CPUs at
2.4GHz, with 8 physical cores and 16 hyper-threads each (32
total hyper-threads), 256 GB of DDR4 DRAM and Ubuntu
v24.02, with Linux kernel 5.14. We use the one server to run
the application while the rest we use them as remote memory
via NVMe-of. In our experiments we use OpenJDK-17, Spark
v3.3.0, and Neo4j-GDS using Neo4j v.5.13. For Spark we use
one executor with eight threads. For GDS-Neo4j, we use four
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Table 2. Runs with limited H2 size

Execution Time
(s)

H1 to H2
(GB)

H2 to H1
(GB)

TeraHeap OOM 89.5 0
SmartSweep 2034 131 31.7

threads, as this is the maximum number of threads supported
by the GDS community edition [18]. In all setups, we use
eight GC threads. To reduce variability, we disable swap and
set the CPU scaling governor to performance. When nec-
essary for each experiment, we limit the available DRAM
capacity using cgroups. Table 1 shows the configuration for
each workload. For all experiments, we determine the mini-
mum H2 size required for TeraHeap to run successfully.

Overall performance: Figure 5 (a) shows the execution
time breakdown of the applications, divided into MinorGC,
MajorGC, and application processing time. SmartSweep de-
livers performance comparable to TeraHeap across all con-
figurations, while reducing wasted space in H2 by 50%. This
is because MajorGC time depends on the size of live objects,
not the volume of garbage, resulting in minimal overhead.

Space utilization improvement. Figure 5 (b) shows the
execution of SVD and the accumulation of garbage objects in
H2. For this analysis, we allow the garbage collector to scan
H2 to determine the exact number of live and dead objects.
Since live objects are actively used by the application, only
garbage contributes to wasted space if not reclaimed. In Ter-
aHeap, wasted space peaks at the end of execution, reaching
48GB. In contrast, SmartSweep reduces peak wasted space
to 24.5GB, a 49% reduction. Due to space constraints, we
show results for SVD only, but other workloads, suchs as
CDLP exhibit similar trends.
We aim to simulate the behavior of a long-running ap-

plication that spans several hours, which would eventually

exhaust remote memory capacity if dead objects are not re-
claimed in H2. For this purpose, instead of increasing the
dataset size and running SVD for several hours, we simu-
lated this scenario by constraining the available H2 size. We
set H1 and H2 to be 64GB and 97GB, respectively. Table 2
summarizes our derived results. TeraHeap was unable to
complete the execution due to an OOM error, indicating that
H2 regions contain a portion of live objects, and the garbage
collector cannot reclaim sufficient space to allow continued
execution. In contrast, SmartSweep successfully completed
its execution.

5 Discussion
Identifying objects to move to remote memory. Beyond

the hint-based approach we use to identify long-lived objects
for transfer to H2, a more transparent solution, as proposed
in previous work [3, 4, 22, 45], would involve instrument-
ing load and store instructions to collect per-object access
statistics. This could enable automatic identification of hot
and cold objects without requiring developer intervention.
However, such instrumentation introduces non-negligible
runtime overhead and remains a direction for future explo-
ration. Regardless of how objects are selected for placement
in remote memory, efficient space reclamation remains a
fundamental challenge. Even with accurate object classifica-
tion, an inefficient GC can lead to wasted memory in remote
tiers. Object selection and space reclamation are orthogonal
concerns—one optimizes placement, while the other ensures
remote memory remains effectively usable over time.

Page-level vs. object-level accesses. Our system relies on
page-level accesses over remote memory, leveraging the op-
erating system’s virtual memory mechanisms. While object-
level accesses are possible within the JVM, they require modi-
fying the interpreter and JIT compilers to insert load barriers
on every object access, introducing significant overhead [49].
Concurrent garbage collectors, such as ZGC [46] execute
load barriers only at safepoints to reduce the overhead, as
inserting load barriers on every load instruction would be
prohibitively expensive [44]. In contrast, page-level accesses
take advantage of hardware-managed virtual-to-physical
translation, avoiding software overhead. If a valid page table
entry exists, memory access is handled entirely in hardware,
ensuring low latency [29]. This approach eliminates costly
per-object lookups [30] and enables efficient remote mem-
ory integration without requiring modifications to the JVM
interpreter or JIT compilers.

Remotememory access paths and applicability to CXL.
Remote memory can be exposed to applications in different
ways, each with trade-offs. One approach is using NVMe-
oF RAMDisk, which maps remote memory as block stor-
age. This simplifies deployment but incurs unnecessary I/O
overhead, as each memory access goes through the storage
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stack. A more efficient alternative is a custom page fault
handling path integrated with the memory manager [1].
This approach bypasses the storage stack and directly lever-
ages RDMA or memory-mapped I/O to reduce access la-
tency and preserve the abstraction of a single address space.
Our work—SmartSweep—uses such a design, making it di-
rectly applicable not only to RDMA-backed setups but also
to CXL-based systems. In CXL environments, where remote
memory appears as byte-addressable and cache-coherent,
SmartSweep’s region-level space reclamation remains ef-
fective. CXL reduces the latency gap between local and
remote memory, but it doesn’t eliminate the need for ef-
ficient garbage collection in disaggregated memory tiers.
SmartSweep complements CXL by minimizing GC overhead
in large, memory-intensive workloads, ensuring scalable and
efficient memory use regardless of the underlying fabric.

6 Related Work
Managedheaps over remotememory. Semeru [39],Mem-

Liner [40], and Mako [24] allocate the managed heap entirely
over remote memory and use local DRAM as a cache, modi-
fying the Linux kernel swapping mechanism to evict pages
remotely. To reduce page swappings due to GC operations,
Semeru offloads object scanning to light JVMs running on
remote servers. Memliner reorganizes the access order of
the GC threads to follow a similar memory-access path with
mutator threads. However, Semeru and Memliner’s evacua-
tion process involves retrieving objects from remote servers,
transferring them to local servers, and rewriting them back
to remote servers, causing high I/O network and GC pauses.
Mako offloads concurrent object scanning and evacuation to
memory servers. It uses a distributed data structure named
Heap Indirection Table (HIT) to track the new object location
in remote servers, introducing functional, yet expensive load
reference barriers on every load operation. While these tech-
niques may reduce traffic, they incur extra CPU overhead
on the remote servers. In contrast, SmartSweep reduces net-
work overhead without consuming additional remote CPU
resources. Polar [25] uses a two-heap design to prevent the
garbage collector from scanning remote memory. However,
it employs an agent that periodically scans and compacts
objects in remote memory, introducing long GC pauses, as
the remote heap is significantly larger.

Resource disaggregation. Remote memory illustrates a
broader trend of resource disaggregation within datacen-
ters [2, 6, 7, 14, 23]. Numerous optimizations and systems,
such FaRM [11], and others [2, 5, 9, 10, 16, 17, 32–37, 41],
have been created to mitigate remote latency. Nevertheless,
they all concentrate on low-level system stacks and neglect
the run-time properties of programs. These works focus on
remote latency but are orthogonal to SmartSweep’s emphasis
on space reclamation in remote memory. They are ineffec-
tive for applications running on top of managed runtimes.

SmartSweep enhances runtime efficiency by concentrating
on distant memory and does not necessitate co-redesign
assistance from the operating system.

7 Conclusions
This paper addresses the problem of reclaiming dead objects
in remote memory without GC scans in two-tiered heap
architectures. SmartSweep uses a primary heap (H1) in lo-
cal DRAM and a second region-based heap (H2) in remote
memory. To efficiently reclaim space in H2, SmartSweep
transfers regions with a high proportion of dead objects back
to H1, where the garbage collector reclaims memory with
low overhead. Our evaluation shows that SmartSweep re-
duces waste space in remote memory by 49% compared to
TeraHeap, achieving similar performance and effectively pre-
venting OOM errors. SmartSweep also has the potential to
generalize to other managed runtimes (e.g., Python and Go)
that rely on GC, enabling efficient memory reclamation in
remote memory for big data analytics.
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